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Abstract—Audiologists have devised a battery of clinical tests to measure auditory abilities. While these tests can help determine the candidacy of patients for amplification intervention, they do not accurately predict the degree to which a patient would benefit from using a hearing aid (i.e., the hearing aid outcome). Measuring hearing aid outcomes in the real-world is challenging as it not only depends on a patient’s auditory abilities, but also on auditory contexts that include characteristics of the listening activity, social context, and acoustic environment. This paper explores the problem of creating predictive models for hearing aid outcomes that incorporate information about auditory abilities, hearing-aid features, and auditory contexts. Our models are built on a dataset collected using a mobile phone application that measures auditory contexts and hearing aid outcomes using Ecological Momentary Assessments. The use of a mobile application allowed us to collect fine-grained hearing aid outcome measures in different auditory contexts. The dataset includes 5671 surveys from 34 patients collected over two years. Our analysis focuses on identifying the features necessary for predicting hearing aid outcomes in different clinical scenarios. Most importantly, we show that models that only included measures of auditory ability as features are not enough to predict the hearing aid outcome of a patient with accuracy better than chance. Incorporating information about auditory contexts increases the prediction accuracy to 68%. More excitingly, accuracies as high as 90% can be achieved when a small amount of training data is collected from a patient in-situ. These results suggest that audiologists could prescribe a mobile phone application at the time of dispensing the hearing aid in order to accurately predict a patient’s likelihood of becoming a successful and satisfied hearing aid user.

Providing audiologists with the ability to identify patients at risk of having poor HA outcomes would help improve the low satisfaction rates of HA users. In the best case, HA outcomes should be predicted from standard measures that are already collected during the battery of tests a patient undergoes to determine his/her candidacy for hearing amplification. Such an approach would be reasonable if a strong relation between measures of auditory ability and HA outcomes existed. Unfortunately, this remains an elusive goal as most of the existing literature points towards the existence of only a weak relationship between auditory ability and HA outcomes \cite{wu2016measuring}.

Measuring HA outcomes in the real world is particularly challenging since aside from a patient’s auditory abilities other factors contribute to a successful HA outcome. HA outcomes are known to depend on auditory contexts, which include the type of listening activity, social context, acoustic environment, and HA configuration. Unfortunately, a majority of existing studies do not capture the auditory contexts in which HAs are used since it would be impractical to do so using retrospective self-reports. A key novelty of this work is the improved methodology that we use to assess HA outcomes. We used a mobile phone application called AudioSense to collect data in-situ \cite{wu2015audio}. AudioSense periodically prompts a patient to describe the auditory context in which he/she is and the perceived performance of the HA in that context. Our dataset includes 5671 surveys completed by 34 patients using four HA configurations collected over the past two years. Additionally, the auditory abilities of each study participant are evaluated using two standard hearing assessments — Pure Tone Audiometry (PTA) and QuickSIN — at the time of enrolling in the study. To the best of our knowledge, this is the first study that predicts HA outcomes based on EMA data that includes auditory context information.

Using the collected data, we analyze the accuracy of predicting HA outcomes based on a patient’s auditory abilities, HA configuration, and auditory contexts. We show that a successful HA outcome for a new patient cannot be predicted with odds better than chance based on the results of the
PTA and QuickSIN tests. Incorporating information about auditory contexts, however, increases prediction accuracy to 68%. Collecting a small number of surveys from the patient further improves the prediction accuracy to 90%. Additionally, we have also considered the scenario of a patient switching hearing aids. Specifically, we are interested in predicting the HA outcome for the new HA when data from the previous HA is available. In this case, a successful outcome for the new HA can be predicted with an accuracy of 86%.

The above results highlight the importance of collecting patient information in-situ to predict HA outcomes. More importantly, this points to the feasibility of prescribing a mobile phone application along with the HA. Such an application would allow audiologists to accurately predict the likelihood of a patient becoming a successful and satisfied HA user. Based on the feedback from our application, an audiologist may take some remedial actions to improve the likelihood of success including spending additional time to counsel patients, suggesting HA that include more advanced features to improve HA benefit, or encouraging participation in aural rehabilitation/training programs. We note that the efficacy of these interventions has not been studied in literature as methods for assessing the patient’s likelihood of becoming a successful and satisfied HA user. Based on the feedback from our application, an important clinical scenarios considered in this paper (when one or both of the identifiers are not available). In this paper, we show the importance of auditory contexts, the models we considered included patient and HA identifiers as features. As a result, these prior models are not applicable to the important clinical scenarios considered in this paper. In this paper, we consider for the first time the use of auditory contexts to predict the HA outcomes of novel patients, novel hearing aids, and novel conditions. Moreover, we show that it is possible to achieve prediction accuracies as high as 90% when a small amount of data in-situ is used. In the broader context, our work points to the feasibility of incorporating computer-based EMA as part of standard practice to improve the successful use of HA.

II. RELATED WORK

Historically, studies of HA performance have been either performed exclusively in the laboratory or combined laboratory tests with survey methods. However, several recent clinical studies indicate that the benefit of HA technology (i.e., HA outcome) measured in the lab does not translate to the real world [8], [9], [10], [11]. A potential explanation for the observed differences is that the benefit of HA technology is highly contextual. For example, the presence or absence of visual queues during a conversation can significantly affect the perceived benefit of HAs [10]. Since it is impractical to capture such details accurately using traditional survey methods, some audiologists are increasingly interested in Ecological Momentary Assessment (EMA) [12]. EMA is an established alternative to retrospective self-reporting methods that reduces the problem of memory-bias by collecting data in the moment. Computer scientists have developed a number of EMA systems [13], [14], [15]. In previous work, we have developed AudioSense [7] – a system that provides similar capabilities to existing EMA systems but emphasizes collecting data relevant to audiologists such as descriptions of auditory environments and sensor data (e.g., audio, GPS). The use of computerized EMA in Audiology is in its infancy – aside from our prior work, only three other studies have used computer-based EMA methods. Henry et al. [16] and Wilson et al. [17] evaluated the impact of tinnitus on daily lives of people and Galvez et al. [18] assessed patient satisfaction with hearing aids.

Audiologists have evaluated the associations between a number of HA performance indices and HA outcomes. A primary focus has been on evaluating the association between measures that audiologists collect as part of standard practice (e.g., PTA, QuickSin, or Acceptable Noise Level (ANL)) and patient satisfaction. Recent studies show that there is no or weak correlation between auditory ability and HA outcomes [6], [19].

In [19] it was shown that PTA had virtually no correlation with the measured HA outcomes and while a statistically significant correlation existed between outcomes and QuickSin, it was likely attributed to participant age. Additionally, while ANL has been shown by some studies to be an indicator of real world HA success [20], [21], others have found no link [6]. Our analysis further validates that HA outcomes cannot be predicted accurately based on PTA and QuickSin test scores.

In previous work [22], we characterized the auditory contexts patients encounter in the real-world and made a preliminary analysis of the relationship between contexts and HA outcomes. Since the focus of the prior work was to show the importance of auditory contexts, the models we considered included patient and HA identifiers as features. As a result, these prior models are not applicable to the important clinical scenarios considered in this paper (when one or both of the identifiers are not available). In this paper, we consider for the first time the use of auditory contexts to predict the HA outcomes of novel patients, novel hearing aids, and novel conditions. Moreover, we show that it is possible to achieve prediction accuracies as high as 90% when a small amount of data in-situ is used. In the broader context, our work points to the feasibility of incorporating computer-based EMA as part of standard practice to improve the successful use of HA.

III. FIELD STUDY

Participants for the study are recruited in three ways: (1) the Department of Communication Sciences and Disorders maintains a pool of potential participants and those who match the study criteria are invited to participate, (2) through word of mouth from participants of other studies, and (3) hearing screenings. We recruit adults who are native English speakers and at least 65 years old. The hearing loss of participants is mild to moderate. Our participants are further screened for adult-onset, bilateral, and symmetric sensorineural hearing loss. At the time of analysis, 36 participants completed the study. The demographic details are included in Table I.

Each participant completes six one-week sessions as indicated in Table I. The order in which the participants complete the session is randomized. Each participant started by completing a weeklong training session (condition 99) to get accustomed with reporting data using the mobile phone. For hearing aided conditions (conditions 1 – 4), subjects
**Table I: Demographic information of subjects**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male 50%</td>
</tr>
<tr>
<td></td>
<td>Female 30%</td>
</tr>
<tr>
<td>Age (years)</td>
<td>Median: 73, Range: 65 – 88</td>
</tr>
<tr>
<td>Hearing loss onset (years)</td>
<td>Median: 8, Range: 1 – 54</td>
</tr>
<tr>
<td>Duration of HA use (years)</td>
<td>Median: 7, Range: 0 – 40</td>
</tr>
</tbody>
</table>

**Table II: Study sessions**

<table>
<thead>
<tr>
<th>Condition</th>
<th>HA use</th>
<th>DM/DMR usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Unaided</td>
<td>–</td>
</tr>
<tr>
<td>1</td>
<td>Entry level</td>
<td>Off</td>
</tr>
<tr>
<td>2</td>
<td>Entry level</td>
<td>On</td>
</tr>
<tr>
<td>3</td>
<td>Premium</td>
<td>Off</td>
</tr>
<tr>
<td>4</td>
<td>Premium</td>
<td>On</td>
</tr>
<tr>
<td>99</td>
<td>Training</td>
<td></td>
</tr>
</tbody>
</table>

In this section, we characterize the accuracy of predicting HA outcomes based on laboratory test scores, HA configurations, and information about auditory contexts. We are by the first time the application is started. The surveys in our field study are delivered on average every 1.5 hours and consecutive surveys were separated by at least 1 hour (i.e., $T_{offset} = 1$ hr and $T_{rand} = 1$ hr). Moreover, in order to minimize the burden of subjects, clinicians could select the time interval during a day when surveys could be delivered. To further mitigate the effects of the survey appearing at an undesired time during the aforementioned interval, a Snooze button was provided to delay the alarm by 30 minutes. An alarm outside the delivery interval is postponed until the next day. Additional details on AudioSense may be found in [7].

The mobile phone application characterized environments in an exhaustive manner along three dimensions: activity context, acoustic context, and social context. Each of the various characteristics of the environment has been previously shown to impact HA performance either in the laboratory or the real-world. Table II summarizes the questions AudioSense asks the user. We note that in order to minimize the reporting burden of our participants, the application only presents the questions relevant to current auditory context of the participant.

**HA Outcomes:** The application asked participants to evaluate the HA performance in the last 5 — 10 minutes prior to the delivery of the survey. The evaluation is performed across multiple dimensions. In Section IV-A we show that scores of each dimension may be combined to create a single combined score that characterizes the HA outcome for a given context. We will refer to this HA outcome measure as the *momentary* HA outcome. The aggregate HA outcome (or simply the HA outcome) of a condition is measured by the average of the momentary HA outcomes. Existing studies indicate that the relationship between aggregate EMA measures and HA satisfaction obtained via surveys to be inconsistent and variable [2]. The agreement among researchers is that aggregate measures captured via EMA are indicative of the actual experience whereas surveys measure the participant’s perception [23].

**Data Included:** The data analyzed includes only the conditions when the HA were used, excluding data from the training and the unaided conditions. Additionally, as part of every survey (including those delivered during aided conditions) the patient is asked to confirm that they are using their HAs. The surveys in which participants indicated that they did not use a HA are excluded from the analysis. Two participants out the 36 were excluded due to low response rates. The resulting dataset includes 34 patients using four different hearing configurations for a total of 136 conditions. The dataset includes a total of 5671 surveys, each condition including 41.7 surveys on average (range: 7 – 121).

**IV. Results**

In this section, we characterize the accuracy of predicting HA outcomes based on laboratory test scores, HA configurations, and information about auditory contexts. We are...
interested in assessing both the performance of different machine learning algorithms and understanding what are the features that are necessary for making accurate predictions. We consider the following clinically relevant scenarios that differ in the information available for training and predicting HA outcomes:

- **Novel patient**: A new patient is considered for hearing amplification and her/his likelihood of becoming a successful HA user is assessed using data from other patients that use the same or a different HA.
- **Novel HA**: A patient is prescribed a new HA and his/her HA outcome is predicted using the data collected while using the old device. We consider the cases when there are and when there are no other patients that have used the newly prescribed HA.
- **Novel auditory context**: The momentary HA outcome in a novel auditory context is predicted when there is information about the patient’s use of her HA. This may help clinicians identify the auditory contexts in which a patient has a difficulty hearing.

The remainder of the section is organized as follows. In Section IV-A we consider the problem of creating a single combined score from multiple HA performance measures. The score is then used to determine whether a patient will become successful a HA user or not. The different models used for predicting HA outcomes are described in Section IV-B. The results of applying the models in the context of the above scenarios are presented and discussed in Section IV-C.

### A. Measuring HA Outcomes

HA outcomes are typically assessed across multiple domains to better understand what factors have a negative impact on the subject’s assessment of the HA. Our surveys measure HA outcomes along six dimensions: speech perception, listening effort, loudness, sound localization,
HA satisfaction, and activity participation (see Table IV). The correlations between performance domains are included in Table IV. Most performance domains have moderate correlation indicating that they may be combined to create a single momentary HA outcome score. An advantage of this approach is that by combining scores the inherent noise associated with measuring each dimension is reduced.

In prior work [7], we have proposed a method for creating a combined score (CB). CB is computed in two steps using the most correlated measures: SP, LE, ST, and AP. The first step in creating a combined score is to construct the following three mappings: \( f_1 : \text{SP} \mapsto \text{LE}, f_2 : \text{ST} \mapsto \text{LE}, \) and \( f_3 : \text{AP} \mapsto \text{LE}. \) We map SP, ST, and AP onto LE because it has the widest score distribution, which allows for better discrimination between HA outcomes. The combined score (CB) is computed by taking the average of the LE score and \( f_1(\text{SP}), f_2(\text{ST}), \) and \( f_3(\text{AP}). \) The functions \( f_1, f_2, \) and \( f_3 \) are third degree polynomials whose coefficients are determined using robust fitting.

Audiologists do not have an objective standard for differentiating between successful and unsuccessful HA users. Different methods have been used in the field such as defining a minimum HA usage period per day [24, 25] or using a threshold over an aggregate score [6]. CB is a measure of the momentary HA outcome of a patient, wearing a HA, in a specific auditory context. We consider a condition (i.e., a patient using a given HA configuration) to be successful if the mean CB scores of that condition is higher than a threshold that is determined such that the top-half of conditions are successful while the bottom-half unsuccessful. We will use the notation \( \text{CB} \) to denote the mean CB score of a condition.

A key challenge to accurately predicting the HA outcome is the high variability of CB scores. Figure 1a plots the distribution of CB scores per patient for condition 1. The boxplots clearly indicate that the distribution of CB scores varies significantly between patients, many patients having a wide distribution of scores. The significant variability in HA outcome scores may be partially explained by the differences in the auditory context. Figure 1b plots the distribution of CB scores (mean 73.2, standard deviation 12.3). The distribution suggests that it might be easy to discriminate the outcome of conditions at opposite ends of the scale, but this task would be particularly challenging close to the threshold \( \text{CB} \approx 76 \) (indicated in the Figure 1b as a black vertical bar) that separates successful and unsuccessful conditions.

The linear models that we use have the general form:

\[
\text{CB}_i = \beta_0 + \sum_{f \in F} \beta_f I[f] + \epsilon_i
\]

where \( i \) is the index of observation, \( F \) represents the set of features included in the model, and \( I \) is the indicator function. The residuals \( \epsilon_i \) are normally distributed with zero mean and variance \( \sigma^2 (\epsilon_i \sim N(0, \sigma^2)). \) The fitting process determines the \( \beta \) parameters. A key challenge to fitting the linear model is to determine what features to include in the model. The set of features \( F \) is determined through step-wise regression by incrementally adding features to the model until no further improvement is possible. The quality of the models is evaluated using t-tests.

Mixed models have been successfully applied to characterize multi-level data. We may view the dataset as having two levels that cluster data within patients and patients within conditions. Mixed effect models allow us to construct models that reflect the dependencies of the data associated within the same statistical unit. The model has the general form:

\[
\text{CB}_{i, p, h} = \sum_{f \in F} \beta_f I[f] + \sum_{p \in P} a_p \Pi_p + \sum_{(p, h) \in C} b_{p, h} \Gamma_{p, h} + \epsilon_i
\]

where \( i \) is the observation index and indices \( p \) and \( h \) represent the patient and HA configuration of the \( i^{th} \) observation. The sets \( P \) and \( C \) include the patients and conditions of the study, respectively. In addition to the fixed effects coefficients \( \beta_f \) that are fitted similarly to the linear regression, a mixed model also includes random effects. The matrix \( \Pi \) represents the patients and matrix \( \Gamma \) the conditions that have patient \( p \) nested in HA configuration \( h \). The fitting procedure determines the random effect coefficients \( a_p \) and \( b_{p, h}. \) The procedure constrains the parameter vectors \( a_p \) and \( b_{p, h} \) to be normally distributed such that \( a_p \sim N(0, \sigma^2_p) \) and \( b_{p, h} \sim N(0, \sigma^2_{p, h}). \) A similar procedure to the one described for linear models is used to select the features that will be included in the model. Specifically, new features are added to \( F \) as long as the model is improved while the random structure of the model is fixed. For a review of linear mixed models, we refer the reader to [26].

The last learning algorithm considered is bagged ensemble of regression trees. An advantage of bagged regression trees is that unlike the linear models they have built-in feature selection. The bagging algorithm improves the overall performance of regression trees by repeatedly sampling the training data and constructing multiple regression trees. We iteratively add more trees to the model until the improvement of out-of-bag error falls below 1%. The out-of-bag error has been shown to be a good indicator of the generalization error of the algorithm.

The three algorithms predict the CB score as a continuous response variable. To simplify the interpretation of results, in the case of novel patients and HA, the continuous predictions
Figure 2: Accuracy of predicting HA outcomes for a novel patient using data collected from other patients

(a) Classification accuracy for novel patients

(b) Accuracy improvements when some novel patient surveys are used for training. Holdout fraction of 1 is equivalent to 2a.

C. Empirical Results

In the following, we present the results of applying the models to the three previously discussed scenarios.

1) Novel patient: The most common scenario is that of predicting the HA outcome of a novel patient based on historical information collected from other patients. We evaluate the performance of the machine learning algorithms and models using leave-one-patient-out cross-validation. Accordingly, we consider a patient \( p \) and train the model on all the data that does not involve patient \( p \). Using the constructed model, we predict the aggregate HA outcome of patient \( p \) using the four HA configurations available in the dataset. This process is repeated for all patients in the dataset. During training, there are \( N - 1 \) patients having information for each of the conditions. We note that the models cannot include features that depend on patient identifiers since directly estimating these features for the novel patient is impossible (as none of its data is included in the training set).

Figure 2a plots the accuracy of predicting the outcome of patients for the different models. The worst performing models are \( T=d \) and \( L=d \) that achieve prediction accuracies of 46.3% and 53.7%, respectively. These models include only the results of PTA and QuickSIN tests along with potential interactions between these variables. For these two models, we can predict with odds close to chance whether or not a condition is successful. This result shows that measures of auditory abilities are not predictive of real-world outcome measures of HA success adding to the growing body of evidence that support this conclusion.

Including information about the different contexts a patient experiences during her/his daily routine significantly improves the prediction accuracy. The prediction accuracy of models \( T=x \), \( L=x \), and \( M=x \) is in the range 61% – 66%. A slight increase in prediction accuracy of 1 – 3% may be achieved by combining lab results and context information. These results highlight that HA outcomes cannot be evaluated without understanding the auditory context in which they are measured. Accordingly, audiologists must transition from retrospective surveys measurements to using computerized EMA to capture such information. Furthermore, from a clinical perspective, there is a significant benefit to collect data from a patient in-situ to accurately predict her HA outcome.
To understand the importance of collecting data from a patient, we allowed a small fraction of the patient’s data to be used for training the models. The results are shown in Figure 2b. The amount of data withheld for testing varies from 50 – 100%; when the holdout fraction is 100%, the results are the same as the ones discussed above and are shown in Figure 2a. The graph clearly indicates that even a small fraction of patient information can significantly increase performance. By moving from including no patient data to including a mere 5% of the data for that patient, the best prediction accuracy jumps from 68.4% to 85%. 5% of the data translates to an average of 2 surveys (range: 1 – 6) that must be completed by the patient. This highlights the importance of collecting personalized information.

The models that perform best in the case when no patient information is available are the simple linear regression models. However, the performance of these models remains relatively flat as more patient information is used for training. This is because the linear models compute global parameters that ignore grouping the data per patient or per condition. The linear mixed models perform the same as linear mixed models when making predictions for groups that have no data included in the training set. This explains the similar performance of linear and mixed models when all data of a patient is withheld. However, as additional information about patients becomes available, mixed models may incorporate this information to make increasingly accurate predictions. Similarly, bagged tree models can increase the number of trees used in the model to achieve slightly worse performance than mixed models.

2) Novel HA: Another important clinical case is what happens when a patient changes their HA device. We consider both the case when there is and when there is no information associated with the new HA device in the training set. The case when no information is available is evaluated through leave-one-HA-out cross-validation. According to this, the data associated with a HA configuration is retained for testing while the remaining data is used for testing.

Figure 3a plots the accuracy of predicting HA outcomes when no patient information is available for that patient. We note that this case differs from the novel patient scenario in that the training set includes some data for the considered patient (i.e., when they used the other conditions). As previously observed, the worst performance is that of models that rely solely on laboratory test information. Their best accuracy is 66.8%. Models that include auditory context information perform overall better with a best accuracy of 85.3%. Including the both contextual and demographic information results in increases in accuracy for all three models. However, this increase can be significant: the trees models have an increase of 16.1% to achieve the best accuracy of 88.2%. The higher accuracy in predicting novel HA than novel patients may be attributed to the fact the training set includes patient information that characterizes the auditory style of the patient irrespective of the HA they use. An alternative explanation is that the better accuracy is the result of lower variability induced by different hearing aids compared to the variability induced by different patients.

Figure 3b plots the accuracy of predicting the outcomes for a patient and HA combination. In each experiment, a patient and HA pair is withheld for testing while the remaining data is used for training. Somewhat surprising, the differences in the performance of the models between Figures 3a and 3b are very small. This suggests that in our study there is little that can be gained by considering the scores of other patients that have used the same HA. This result further bolsters the theme that there are significant differences between patients.

3) Novel Contexts: The previous two sections focused on predicting the aggregated HA outcomes ($CB$) for a condition for novel patients or conditions. In this section we turn...
Figure 4: Accuracy of predicting the momentary HA outcomes in novel contexts

our attention to the problem of predicting the momentary rating (CB) that a patient would give to a HA used in an auditory context. For this learning task, it is not sufficient to accurately predict the mean CB score but instead to explain the variability across different auditory contexts. We evaluate the performance of different models and algorithms by using 5-fold cross validation. Each fold is constructed to ensure that data from 4/5 of data of each condition is used for training while the remaining 1/5 is used for testing.

Figure 4a plots the root mean squared error (RMS) for different models. The results indicate that the models that include just information about the patient and condition performs the worst. This is because these models can only predict accurately the average CB scores and are included in the graph as baselines. The models that include only the results of laboratory tests have similar performance to the baselines since they do not characterize the contexts in which HAs were assessed. The models that include contextual information overall achieve better performance showing that it essential to include contextual information if we want to accurately predict momentary HA outcomes. The models that combine both laboratory tests and auditory context information achieve the lowest RMS error.

To get a better understanding of the size of the errors observed for a given patient and condition, we standardize the errors with the respect to the mean and standard deviation of the samples associated with that patient and condition. This is necessary to allow us to aggregate the results across different patients and conditions since these distributions differ significantly in their means and standard deviations. Figure 4b plots the distribution of z-scores for each mixed effect model. Consistent with the RMS errors, the worst performance is observed when only demographic information is included. In this case, the median z-score error is 1 indicating that on average the model makes an error equal to one standard deviation. In contrast, the best performing model that includes information from both lab tests and auditory contexts reduces almost in half. This highlights the need to integrate both features from lab tests and contextual information to achieve high performance.

V. CONCLUSIONS

This paper considers the problem of measuring and predicting HA outcomes in the real-world in order to provide audiologists a new method to improve the low satisfaction rates of HA users. Measuring HA outcomes in the real-world is particularly challenging as it is affected by multiple factors including a patient’s auditory capabilities, HA configuration, and auditory context. This is the first audiology dataset that jointly measures the auditory context and the associated HA outcomes. Computerized EMA enables us collect fine-grained information about auditory contexts including the type of listening activity, characteristics of the acoustic environment, and their social context. The collected dataset includes 5671 surveys collected from 34 patients using four different HA configurations. The surveys are complemented by laboratory assessments of hearing loss for each patient.

We have analyzed the ability to predict HA outcomes in three clinically relevant scenarios: novel patient, novel HA, and novel contexts. In order to identify the features that are important to achieve high prediction accuracy, we built models with different features and fit them using linear models, mixed models, and bagged trees. Our analysis indicates that we cannot predict the HA outcome of a novel patient with likelihood better than chance using only laboratory measurements of hearing loss. In contrast, incorporating information about the auditory contexts that characterize the auditory lifestyle of the patient increase prediction accuracy to 68.4%. It is possible, however, to achieve accuracy rates as high as 90% when some information about a patient is collected in-situ. We can predict the HA outcome of a patient using a novel HA with an accuracy of 85% leveraging
information about her auditory lifestyle collected using the previous HA. We also provide results for predicting the momentary HA outcome after collecting some data from the user. Our best model can predict the combined HA score with a median error of a half a standard deviation from the condition’s mean.

The presented results demonstrate the feasibility of predicting HA outcomes with high accuracy. However, this requires that patients collect in-situ information about their auditory lifestyle (i.e., the auditory contexts) and the associated HA performance. This suggests that a mobile phone application should be prescribed to HA users to determine whether they will become successful HA users. AudioSense is designed for research and, as a result, it introduces a significant data collection burden that cannot be justified outside this setting. In the future, we will explore methods of reducing the data collection burden to enable the development of an application that clinicians may use.
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